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Why (mass) reweighting?

Physics

I Tuning of quark masses,
e.g., ms in a 2+1 simulation, isospin splitting

I Quark mass dependence

I QED effects, finite chemical potential, ...

Algorithms

I Stabilization of HMC algorithm (next talk J. Finkenrath)

I Alternative update algorithms ([Comp.Phys.Comm. 2013])

Applied Maths

I Stochastic determination of determinants
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Reweighting

Observable in lattice QCD

〈O〉a =
1

Za

∫
D[U ] Pa(U) Oa(U)

I with weight Pa(U) = e−Sg(β,U)
∏nf

i=1 det(D(U) +mi)

I bare parameter set a = {β,m1,m2, . . . ,mnf}
I and normalization

∫
D[U ]P (U)/Z ≡ 1

Observable at b = {β′,m′1,m′2, . . . ,m′nf}

〈O〉b =
〈OWa,b〉a
〈Wa,b〉a

, reweighting factor Wa,b =
Pb
Pa

In practice Monte Carlo:
I generate {Ui} according to Pa(U)

I use O(U) and Wa,b(U) to compute 〈O〉b
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Reweighting

Reweighting factors

I beta shift: Wβ,β′ = e−(Sg(β′,U)−Sg(β,U))

I one flavor: Wmi,m′
i

=
det(D(U)+m′

i)

det(D(U)+mi)

I all other are products of these two

I two flavor: Wmi,m′
i
Wmj ,m′

j

I two degenerate: W 2
m,m′ , isospin: Wm,m−∆mWm,m+∆m

In [arXiv:1306.3962]:

1. proof of integral representation of the complex
determinant of a complex matrix

2. unbiased estimator with controlled stochastic error
3. expansions of stochastic error and ensemble fluctuations
4. based on 3: detailed scaling analysis and optimized

reweighting strategies
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Integral representation

Let A ∈ Cn×n and η ∈ Cn, then

1

detA
=

∫
D[η] e−η

†Aη if Re(λ) > 0 , ∀λ ∈ σ(A)

I with D[η] =
∏n

i=1
dRe(ηi) dIm(ηi)

π

I if A Hermitian, then Re(λ) > 0 is equiv. to A positive
definite and therefore A = LL† exists and the
determinant is the Jacobian of η → L†

−1
η

I for non-Hermitian A the proof uses the Schur
decomposition A = QUQ−1
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Numerical evaluation: Monte Carlo

Let {η(k), k = 1, . . . , Nη} be distributed as p(η), then

W =
1

detA
=

〈
e−η

†Aη

p(η)

〉
p(η)

=
1

Nη

Nη∑
k=1

e−η
(k)†Aη(k)

p(η(k))
+O(1/

√
Nη)

I where 〈O〉p(η) =
∫

D[η] p(η)O(η)

I convenient to choose a Gaussian p(η) = exp(−η†η)
I variance: σ2

η = 1
det(A+A†−1)

− 1
det(AA†)

I convergence of integral repr. of variance if
λ(A+ A† − 1) > 0 → Re(λ(A)) > 0.5

I monitor variance to guarantee convergence of mean
I if A = 1 + εB with ε||B|| � 1, can approximate

σ2
η

|W |2 = det

(
1 + ε2

BB†

1 + ε(B +B†)

)
−1 = ε2Tr(BB†)+O(ε3)
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One flavor reweighting factor

Expansion in ∆m

W (U) =
1

detM(U)
, M =

Dm

Dm −∆m
= 1+

∆m

Dm

+O(∆m2)

with Dm = D(U) +m and ∆m = m−m′

Stochastic noise:

I
σ2
η

|W |2 = ∆m2Tr((DmD
†
m)−1) + O(∆m3)

I reduction: factorization of determinant

I mass interpolation [Hasenbusch (2001), Hasenfratz,Hoffmann,Schaefer(2008)]

I Nth-root [Hasenbusch (2001)]
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Mass interpolation

Factorization

W =
N−1∏
j=0

1

detMl

, Ml =
Dl

Dl − δm
= I +

δm

Dl

+ O(δm2)

with Dl = Dm − lδm and δm = ∆m/N = (m−m′)/N
Relative stochastic error

W =
N−1∏
l=0

Wl , Wl =
1

Nη

Nη∑
k=1

e−η
(k,l)†(Ml−1)η(k,l)

δ2
η =

N

Nη

[
δm2Tr((DmD

†
m)−1) + O(δm2∆m)

]
≈ kη

∆m2V

NNη

higher order terms negligible for N & 8 [PoS Lattice2012 190],
i.e., for δm||D−1

m || = ∆m/(mN) . 1/16
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Zero crossings

Nf = 2 O(a) impr. Wilson fermions at β = 5.3 (a = 0.066 fm)
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mass interpolation
fit ∝ |l − k|−p

µ-detour

I mPS = 440 MeV or
m ≈ 33 MeV ≈ ms/3

I reweighting to m ≈ ms/6
(D5→D6 CLS)

I peak: real ev crosses zero

I fit: k ≈ 322, p ≈ 1.8

µ-detour

I singular values of Dm,µ = Dm + iµγ5 are ≥ |µ|
I half circle arround l = 322, penetration depth µ/m =?

I determinant ratio complex for µ 6= 0

I imaginary parts add up to the correct phase −1
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Ensemble fluctuations

Variance of reweighting factor

σ2
1f

〈W 〉2
=
〈W 2〉
〈W 〉2

− 1 , W = exp

[
Tr ln

(
1− ∆m

Dm

)]
σ2

1f

〈W 〉2
= ∆m2

[〈
(Tr(D−1

m )2
〉
−
〈
Tr(D−1

m )
〉2
]

+ O(∆m3)
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Reweighting   −  D5 −> D6

 

 

Two Flavor

One Flavor

I σ2
1f/ 〈W 〉2 ≈ k1f∆m

2V

I stochastic error: δ2
η ≈ kη

∆m2V
NNη

I ratio:
〈δ2η〉

σ2
1f/〈W 〉

2 ≈ 〈kη〉
k1fNNη

with

〈kη〉 /k1f = 2− 3 for
0 ≤ ∆m ≤ m/2 and
ms/6 ≤ m ≤ 4/3 ·ms
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(Anti-)Correlations

Idea

Reduce ensemble fluctuations by combining two or more
reweighting factors that are anti-correlated.

beta-shift

Fix β′ = β + ∆β by minimizing the variance of

ln(Wβ,β′Wm,m′) = −∆βSg(U) + Tr ln

(
1− ∆m

Dm

)

Combining two flavors

W
(γ)
2f = Wmr,mr−γ∆mWms,ms+∆m
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Two flavor reweighting W
(γ)
2f = Wmr,mr−γ∆mWms,ms+∆m

Combining two flavors

Without loss of generality mr ≤ ms, define m± = (ms±mr)/2

W
(γ)
2f = det

[
I −∆m

(γ − 1)Dm+ + (γ + 1)m− + γ∆m

D2
m+
−m2

−

]

for deg. masses mr = ms special cases γ = −1, 0, 1:
W

(0)
2f = Wm,m′ , W

(−1)
2f = W 2

m,m′ , isospin W
(1)
2f = W±

Non-degenerate mr 6= ms

I γ = 1 means keeping sum of bare masses constant

I fix γ by minimizing the the ensemble fluctuations:

γ∗ ≈ 1− 2m2
−
k±
k1f

+ O(∆m,m3
−)
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Isospin reweighting

Statistical error and ensemble fluctuations ∝ ∆m4 since:

W± = Wm,m+∆mWm,m−∆m = det

[
1−

(
∆m

Dm

)2
]

σ2
±

〈W±〉2
= ∆m4

[〈
(Tr(D−2

m ))2
〉
−
〈
Tr(D−2

m )
〉2
]

+ O(∆m6)
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Recap [arXiv:1306.3962]

1. proof of integral representation of the complex
determinant of a complex matrix (Re(λ) > 0)

2. unbiased estimator with controlled stochastic error based
on mass interpolation and optional µ-detour
(zero-crossings, correct complex phase)

3. expansions of stochastic error and ensemble fluctuations

4. based on 3: detailed scaling analysis and optimized
reweighting strategies (isospin rew., strange mass rew.)

Fluctuations of isospin reweighting factor:

σ2
±/ 〈W±〉2 ≈ k±

∆m4V

m2

I ∼ 0.001 at mPS = 270 MeV, V = 96× 483 (F7 CLS)

I →∼ 0.05 at mPS = 135 MeV, V = 128× 643 !!
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Proof using A = Q(D +K)Q−1

∫
D[η] e−η

†Aη (1)
=

∫
D[η] e−η

†(D+K)η (2)
=

∫
D[η] e−r

TDr−sTDs

(3)
=

∫ ( n∏
i

dri dsi
π

)
e−r

TDr−sTDs (4)
=

n∏
i

1√
λi
√
λi

=
1

detA

(1) change of variables η → Qη, det(Q) = 1
(2) rewrite exponent using

r = 1
2
[η + (I +D−1KT )η∗], s = − i

2
[η− (I +D−1KT )η∗]

(3) change of variables (Re(η), Im(η))→ (r, s), det(M) = 1(
r
s

)
= M

(
Re(η)
Im(η)

)
,

M =

(
I + 1

2
D−1KT − i

2
D−1KT

i
2
D−1KT I + 1

2
D−1KT

)
(4) Gaussian integration Re(λ) > 0
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Domain decomposition

Factorization [Comp.Phys.Comm. 2013]

det(D +m) = det(D̂m) det(Dbb +m) det(Dww +m)

I reweighting factor: W = Ŵ WbbWww

I exact: Wbb, Www → determinants of (12 ·ND)2 matrices

I special case domain size ND = 14: even-odd

I exact treatment of UV-modes

I stochastic: Ŵ =
∏N−1

l=0
1

det(M̂l)

I combination of DD and mass interpolation
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Number of inversions?

(i) mass interpolation steps for controlled stochastic variance:

N & 16 δm||D−1
m || = 16

∆m

m

(ii) noise sources/factor to monitor stochastic variance:

Nη & 6

(iii) stochastic error much smaller than ensemble fluctuations:

NNη =
σ2

1f〈
δ2
η

〉 kη
kU

& 25− 55
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beta-shift

Fix β′ = β + ∆β by minimizing the variance of

ln(Wβ,β′Wm,m′) = −∆βSg(U) + Tr ln

(
1− ∆m

Dm

)
We find ∆β/nf ' −3× 10−4 (thus we keep cSW constant)
and kU(∆β)/kU(0) ' 0.4
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