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2011 2012 Nominal

Energy per beam (TeV)

Bunch spacing (ns)

Number of bunches

Max intensity 
(protons/bunch)
Peak luminosity 

(cm-2s-1)

3.5 4 7

50 50 25

1380 1380 2808

1.45 x 1011 1.7 x 1011 1.15 x 1011

3.7 x 1033 7.7 x 1033 1.0 x 1034
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ATLAS, CMS and LHCb
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Size

Weight

Coverage

Vertex resolution

EM calo energy res.

Hadron calo energy res.

Muon momentum res.

Particle ID

42 m x 22 m 22 m x 15 m 20 m x 13 m

7000 ton 12500 ton 5600 ton

|η|<5 |η|<5 2<η<5

15 μm 15 μm 7 μm

1.2% @ 100 GeV 0.4% @ 100 GeV 1.4% @ 100 GeV

6% @ 100 GeV 11% @ 100 GeV 11% @ 100 GeV

10% @ 1 TeV 5% @ 1 TeV 0.6% @ 100 GeV

e/π --- e/π/K/p

CMSATLAS LHCb
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Luminosity and pile-up
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Latest results...
... since Moriond 2013:

ATLAS: 19 papers, 47 preliminary results

CMS: 24 papers, 69 preliminary results

LHCb: 33 papers, 9 preliminary results

Only a very personal selection of these results will 
be presented here
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http://livepage.apple.com/
http://livepage.apple.com/
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResults
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResults
http://lhcb.web.cern.ch/lhcb/
http://lhcb.web.cern.ch/lhcb/
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Direct CPV in charm?
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Table 2
Weighted raw asymmetries (in %) for the D0 → π−π+ and D0 → K − K + decays for
the two magnet polarities. The mean value is the arithmetic average over the two
polarities. The uncertainties are statistical only.

Magnet up Magnet down Mean

Araw(K − K +) −0.39 ± 0.23 −0.20 ± 0.19 −0.29 ± 0.15
Araw(π−π+) −1.25 ± 0.40 −0.29 ± 0.34 −0.77 ± 0.26

"ACP 0.86 ± 0.46 0.09 ± 0.39 0.48 ± 0.30

5.2. Wrong flavour tags

In some cases the D0 flavour is not tagged correctly by the
muon charge due to misreconstruction (e.g., a prompt D0 decay
can be combined with a random muon). The probability to tag a
D0 meson with a positive muon is denoted by ω+ and the proba-
bility to tag a D0 meson with a negative muon by ω− . The average
mistag probability is ω = (ω+ + ω−)/2 and the mistag difference
is "ω = ω+ − ω− . The raw asymmetry in Eq. (3) is then modified
to

Araw ≈ (1 − 2ω)
(

ACP + Aµ
D + AB

P
)
− "ω, (5)

which makes clear that the average mistag probability dilutes the
observed asymmetry, while any difference in the mistag probabil-
ity for D0 and D0 gives rise to a systematic shift in Araw. Assuming
that the values of ω and "ω are the same for D0 → K −K + and
D0 → π−π+ , the value of "ACP is then corrected as

"ACP = (1 − 2ω)−1(Araw
(

K −K +)
− Araw

(
π−π+))

. (6)

The mistag probability is estimated from the D0 → K −π+ sam-
ple. As the D0 → K −π+ decay is almost self-tagging the mistag
probability is determined using the charge of the final state (either
K +π− or K −π+). The wrongly tagged decays include a fraction of
doubly-Cabibbo-suppressed D0 → K +π− and mixed D0 → D− →
K +π− decays. This fraction is calculated to be (0.393 ± 0.007)%
using input from Ref. [21]. After correcting for this fraction the av-
erage mistag probability, ω, is found to be (0.982 ± 0.012)%, which
means that the effect from wrong tags constitutes only a small cor-
rection on the observed asymmetries. This number also provides
an upper bound of about 2% from any background from real D0

decays with a random muon, which includes promptly produced
D0 decays. The difference in mistag probabilities for D0 and D0

mesons is found to be "ω = (0.006 ± 0.021)% and is neglected.
As a cross-check the mistag probabilities are also determined

from a doubly-tagged sample by reconstructing B → D∗+µ− X de-
cays where the D∗+ decays to D0π+ and comparing the charge of
the pion with that of the muon. The fraction of wrongly tagged
decays is estimated from a simultaneous fit, similar to that in
Ref. [22], to the distribution of "M = M(h−h+π+) − M(h−h+)
for the full sample and for the wrongly tagged decays. The mistag
probability in the D0 → K −π+ sample is (0.880 ± 0.043)%, while
the average mistag probability in the D0 → K −K + and D0 →
π−π+ samples equals (1.00 ± 0.09)%. The largest difference with
the result obtained from the full D0 → K −π+ sample (i.e., 0.102%)
is assigned as a systematic uncertainty in the mistag probability.
The difference in mistag probabilities, "ω, in this cross-check is
also consistent with zero.

After the weighting and correcting for the mistag probability
of (0.982 ± 0.012 (stat) ± 0.102 (syst))%, the difference of the raw
asymmetries between the two modes is found to be

"ACP = (0.49 ± 0.30)%,

where the uncertainty is statistical only. The corresponding sys-
tematic uncertainties are discussed in Section 7.

6. Measurement of the average decay times

The time-integrated asymmetry for a decay to a CP eigenstate
f is defined as

ACP = Γ (D0 → f ) − Γ (D0 → f )

Γ (D0 → f ) + Γ (D0 → f )
, (7)

where Γ is the decay rate for the given channel. As the recon-
struction and selection requirements for the two decay modes are
not identical, the decay time acceptance can be different. This in-
troduces a difference in the contribution from direct and indirect
CP violation for the two modes. When assuming the CP violating
phase in D0 oscillations, φ, to be universal [4], the difference be-
tween the asymmetries for D0 → K −K + and D0 → π−π+ can be
written in terms of direct and indirect CP violation as [23]

"ACP ≈ "adir
CP

(
1 + y

〈t〉
τ

cosφ

)
+

(
aind

CP + adir
CP y cosφ

)"〈t〉
τ

. (8)

In this equation the indirect CP violation is aind
CP = −(Am/2)y cos φ

+ x sin φ, x and y are the D0 mixing parameters, Am represents
the CP violation from mixing, τ is the average D0 lifetime, "adir

CP

and adir
CP are the direct CP violation difference and average of the

two decay modes, and "〈t〉 and 〈t〉 are the difference and average
of the two mean decay times. Under SU(3) flavour symmetry, the
direct asymmetries in the individual modes are expected to have
opposite sign and therefore add constructively in the difference.
Furthermore, since y is of order 1%, 〈t〉/τ is O(1) and "〈t〉/τ is
close to zero, "ACP is essentially equal to the difference in direct
CP violation, "adir

CP . While y and cosφ can be obtained from the
HFAG averages [9], in order to interpret "ACP in terms of direct
and indirect CP violation, the mean decay time 〈t〉 in each channel
needs to be measured.

The determination of the mean decay time is performed
through a fit to the decay time distribution of the signal can-
didates. Candidates with negative measured decay times are in-
cluded in the fit to have a better handle on the acceptance and
the resolution function. The measured decay time distribution is
modelled by a decreasing exponential function, with mean life-
time τ , convolved with a double Gaussian resolution function and
multiplied with an acceptance function of the form

A(t) = 1 − ae−(t/(bτ ))2
, (9)

where a and b are acceptance parameters. The fit model is moti-
vated by simulation studies. The values for the fraction and width
of the second Gaussian and the acceptance parameter b are taken
from the simulation and fixed in the fit. The role of the accep-
tance parametrisation is to allow a fit to the distribution such that
the resolution effect can be removed and the true decay time,
which appears in Eq. (8), can be evaluated. The observed decay
time distributions with the fit result superimposed are shown in
Fig. 4.

The decay time resolutions obtained from the lifetime fit (taken
as the width of the first Gaussian function) are 63.3 ± 0.3 fs for
D0 → K −K + and 58.3 ± 0.4 fs for D0 → π−π+ , which are about
10% larger than expected from simulations. The main systematic
uncertainties come from the uncertainty in the acceptance func-
tion and from backgrounds. Using the world average of the D0

lifetime, τ (D0) = 410.1 ± 1.5 fs, the difference and average of the
mean decay times relative to τ (D0) are found to be

"〈t〉/τ
(

D0) = 0.018 ± 0.002 (stat) ± 0.007 (syst), (10)

〈t〉/τ
(

D0) = 1.062 ± 0.001 (stat) ± 0.003 (syst), (11)
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Fig. 5. Raw asymmetries and !ACP as a function of (a) pT and (b) η of the D0 meson. No weighting is applied.

Table 3
Contributions to the systematic uncertainty of !ACP .

Source of uncertainty Absolute
uncertainty

Production asymmetry:
Difference in b-hadron mixture 0.02%
Difference in B decay time acceptance 0.02%

Production and detection asymmetry:
Different weighting 0.05%

Background from real D0 mesons:
Mistag asymmetry 0.02%

Background from fake D0 mesons:
D0 mass fit model 0.05%
Low-lifetime background in D0 → π−π+ 0.11%
Λ+

c background in D0 → K − K + 0.03%

Quadratic sum 0.14%

vative upper bound for the asymmetry observed in the exclu-
sively reconstructed Λ+

c decays, a small bias of 0.03% is seen
in the measured asymmetry. This bias is taken as a systematic
uncertainty.

The systematic uncertainties are summarised in Table 3. The
effects from higher-order corrections to Eq. (3) and of the uncer-
tainty in the average mistag rate are found to be negligible. The
overall systematic uncertainty on !ACP , obtained by adding the
individual contributions in quadrature, is 0.14%.

8. Cross-checks

Many cross-checks have been performed to verify the stabil-
ity of the result. In particular, the raw asymmetries and !ACP
are found to be stable when applying fiducial cuts in the two-
dimensional space of the muon momentum and its horizontal
component, when comparing different trigger decisions and when
applying tighter particle identification requirements on the D0

daughters or on the muons. The stability of the raw asymmetries
and !ACP is also investigated as a function of all possible recon-
structed quantities, for instance the D0 decay time, the b-hadron
flight distance, the reconstructed D0-muon mass, the angle be-
tween the muon and D0 daughters, and the (transverse) momenta
and pseudorapidity of the muon and D0 meson. No significant de-
pendence is observed in any of these variables. For example, Fig. 5
shows !ACP and the raw asymmetries in the D0 → K −K + and
D0 → π−π+ modes as a function of pT and η of the D0 meson,
which are the variables that are used in the weighting procedure.
To check for a possible time dependence of the detection asym-
metry the data taking period is divided into six parts of roughly
equal integrated luminosity. The six parts are separated by periods
without beam and changes in the magnet polarity. No significant
variation of the raw asymmetries is observed.

9. Conclusion

The difference in CP asymmetries between the D0 → K −K +

and D0 → π−π+ modes is measured using D0 mesons produced
in semileptonic B decays and is found to be

!ACP =
(
0.49 ± 0.30 (stat) ± 0.14 (syst)

)
%.

This result takes into account the muon mistag probability and
differences in the kinematic distributions of D0 → K −K + and
D0 → π−π+ decays. When neglecting indirect CP violation the
difference between this result and the previous published LHCb
result using prompt D0 decays [5] is 3.2 standard deviations, as-
suming that the uncertainties have a Gaussian distribution. The
discrepancy, however, is reduced to 2.2 standard deviations com-
paring to a preliminary update of the previous result [26]. This
result does not confirm the evidence for direct CP violation in the
charm sector.
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Direct CPV in Bs0→K−π+

LHCb: 1/fb @ 7 TeV
PRL 110 (2013) 221601

Raw asymmetry corrected for 
instrumental and production effects 

using D0 and Lambda decays and time 
dependent asymmetry

FIRST OBSERVATION

quantities: the quality of the on-line-reconstructed tracks,
their pT and IP, the distance of the closest approach of the
decay products of the Bmeson candidate, its pT, IP, and the
decay time in its rest frame.

More selective requirements are applied off-line. Two
sets of criteria have been optimized with the aim of
minimizing the expected statistical uncertainty either on
ACPðB0 ! Kþ!#Þ or on ACPðB0

s ! K#!þÞ. In addition to
the requirements on the kinematic variables already used in
the trigger, requirements on the largest pT and IP of the B
daughter particles are applied. In the case of B0

s ! K#!þ

decays, a tighter selection is needed to achieve a stronger
rejection of combinatorial background. For example, the
decay time is required to exceed 1.5 ps, whereas in the
B0 ! Kþ!# selection a lower threshold of 0.9 ps is
applied. This is because the probability for a b quark to
form a B0

s meson, which subsequently decays to the K#!þ

final state, is 1 order of magnitude smaller than that to form
a B0 meson decaying to Kþ!# [25]. The two samples are
then subdivided according to the various final states using
the particle identification (PID) provided by the two ring-
imaging Cherenkov (RICH) detectors [26]. Two sets of
PID selection criteria are applied: a loose set optimized for
the measurement of ACPðB0 ! Kþ!#Þ and a tight set for
that of ACPðB0

s ! K#!þÞ. More details on the event selec-
tion can be found in Ref. [22].

To determine the amount of background events from
other two-body b-hadron decays with a misidentified
pion or kaon (cross-feed background), the relative efficien-
cies of the RICH PID selection criteria must be deter-
mined. This is achieved by means of a data-driven
method that uses D%þ ! D0ðK#!þÞ!þ and ! ! p!#

decays as control samples. The production and decay kine-
matic properties of the D0 ! K#!þ and ! ! p!# chan-
nels differ from those of the b-hadron decays under study.
Since the RICH PID information is momentum dependent,
a calibration procedure is performed by reweighting the
distributions of the PID variables obtained from the cali-
bration samples, in order to match the momentum distri-
butions of signal final-state particles observed in data.
Unbinned maximum likelihood fits to the mass spectra

of the selected events are performed. The B0 ! Kþ!# and
B0
s ! K#!þ signal components are described by double

Gaussian functions convolved with a function that
describes the effect of final-state radiation [27]. The back-
ground due to partially reconstructed three-body B decays
is parametrized by means of two ARGUS functions [28]
convolved with a Gaussian resolution function. The com-
binatorial background is modeled by an exponential func-
tion and the shapes of the cross-feed backgrounds, mainly
due to B0 ! !þ!# and B0

s ! KþK# decays with one
misidentified particle in the final state, are obtained from
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week ending
31 MAY 2013

221601-2

B0

Bs0

data. All shifts from the relevant baseline values are
accounted for as systematic uncertainties. Systematic
uncertainties related to the determination of detection
asymmetries are calculated by summing in quadrature
the respective uncertainties on A!ðB0 ! Kþ!#Þ and
A!ðB0

s ! K#!þÞ with an additional uncertainty of
0.10%, accounting for residual differences in the trigger
composition between signal and calibration samples.

The systematic uncertainties for ACPðB0 ! Kþ!#Þ and
ACPðB0

s ! K#!þÞ are summarized in Table I. Since the
production asymmetries are obtained from the fitted decay
time spectra of B0 ! Kþ!# and B0

s !K#!þ decays, their
uncertainties are statistical in nature and are then propa-
gated to the statistical uncertainties on ACPðB0 ! Kþ!#Þ
and ACPðB0

s ! K#!þÞ.
In conclusion, the parameters of CP violation in B0 !

Kþ!# and B0
s ! K#!þ decays have been measured to be

ACPðB0 !Kþ!#Þ ¼#0:080& 0:007 ðstatÞ& 0:003 ðsystÞ;
ACPðB0

s !K#!þÞ¼ 0:27& 0:04 ðstatÞ& 0:01 ðsystÞ:

Dividing the central values by the sum in quadrature of
statistical and systematic uncertainties, the significances of
the measured deviations from zero are 10:5" and 6:5",
respectively. The former is the most precise measurement
of ACPðB0 ! Kþ!#Þ to date, whereas the latter represents
the first observation of CP violation in decays of B0

s

mesons with significance exceeding 5". Both measure-
ments are in good agreement with world averages [34]
and previous LHCb results [22].

These results allow a stringent test of the validity of the
relation between ACPðB0 ! Kþ!#Þ and ACPðB0

s !
K#!þÞ in the SM given in Ref. [14] as

!¼ACPðB0!Kþ!#Þ
ACPðB0

s !K#!þÞþ
BðB0

s !K#!þÞ
BðB0!Kþ!#Þ
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¼0; (11)

where BðB0 ! Kþ!#Þ and BðB0
s ! K#!þÞ are

CP-averaged branching fractions, and #d and #s are the
B0 and B0

s mean lifetimes, respectively. Using additional
results for BðB0 ! Kþ!#Þ and BðB0

s ! K#!þÞ [25] and

the world averages for #d and #s [34], we obtain ! ¼
#0:02& 0:05& 0:04, where the first uncertainty is from
the measurements of the CP asymmetries and the second is
from the input values of the branching fractions and the
lifetimes. No evidence for a deviation from zero of ! is
observed with the present experimental precision.
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is defined by !s ! " arg ð"Þ, and hence S and D can be
written as

S ! " 2j"j sin!s

1þ j"j2 ; D ! " 2j"j cos!s

1þ j"j2 : (4)

The parameter " describes CP violation in the interference
between mixing and decay and is derived from the
CP-violating parameter [20] associated with each polar-
ization state i,

"i !
q

p

!Ai

Ai
; (5)

where Ai ( !Ai) is the amplitude for a B0
s ( !B

0
s) meson to decay

to final state i and the complex parameters p ¼ hB0
s jBLi

and q ¼ h !B0
s jBLi describe the relation between mass and

flavor eigenstates. The polarization states i have the CP

eigenvalue #i ¼ þ1 for i 2 f0; kg, and #i ¼ "1 for i 2
f?;Sg. Assuming that any possible CP violation in the
decay is the same for all amplitudes, then the product
#i

!Ai=Ai is independent of i. The polarization-independent
CP-violating parameter " is then defined such that "i ¼
#i". The differential decay rate for a !B0

s meson produced at
time t ¼ 0 can be obtained by changing the sign of ck and
dk and by including a relative factor jp=qj2.
The expressions are invariant under the transformation

ð!s;"#s;$0;$k;$?;$SÞ
! ð%"!s;""#s;"$0;"$k;%" $?;"$SÞ; (6)

which gives rise to a two-fold ambiguity in the results.

TABLE II. Definition of angular and time-dependent functions.

k fkð&'; &K; ’hÞ Nk ak bk ck dk

1 2cos 2&Ksin
2&' jA0j2 1 D C "S

2 sin 2&Kð1" sin 2&'cos
2’hÞ jAkj2 1 D C "S

3 sin 2&Kð1" sin 2&'sin
2’hÞ jA?j2 1 "D C S

4 sin 2&Ksin
2&'sin 2’h jAkA?j C sin ð$? " $kÞ S cos ð$? " $kÞ sin ð$? " $kÞ D cos ð$? " $kÞ

5 1
2

ffiffiffi
2

p
sin 2&K sin 2&'cos’h jA0Akj cos ð$k " $0Þ D cos ð$k " $0Þ C cos ð$k " $0Þ "S cos ð$k " $0Þ

6 " 1
2

ffiffiffi
2

p
sin 2&K sin 2&'sin’h jA0A?j C sin ð$? " $0Þ S cos ð$? " $0Þ sin ð$? " $0Þ D cos ð$? " $0Þ

7 2
3 sin

2&' jASj2 1 "D C S

8 1
3

ffiffiffi
6

p
sin&K sin 2&'cos’h jASAkj C cos ð$k " $SÞ S sin ð$k " $SÞ cos ð$k " $SÞ D sin ð$k " $SÞ

9 " 1
3

ffiffiffi
6

p
sin &K sin 2&'sin’h jASA?j sin ð$? " $SÞ "D sin ð$? " $SÞ C sin ð$? " $SÞ S sin ð$? " $SÞ

10 4
3

ffiffiffi
3

p
cos&Ksin

2&' jASA0j C cos ð$0 " $SÞ S sin ð$0 " $SÞ cos ð$0 " $SÞ D sin ð$0 " $SÞ

FIG. 2. Feynman diagrams contributing to the decay B0
s ! J=chþh" within the SM, where h ¼ %, K. (a) Tree; (b) Penguin.

FIG. 3. Definition of helicity angles as discussed in the text.
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CPV and ΔΓs from Bs0→J/ΨK+K− and 
Bs0→J/Ψπ+π−

LHCb: 1/fb @ 7 TeV
Phys. Rev. D 87 (2013) 112010

Angular analysis in bins of m(K+K−) 
Update of Bs0→J/Ψπ+π− analysis

Opposite side and same side tagging
MOST PRECISE measurements 

of Φs, Γs and ΔΓs

ATLAS: 4.9/fb @ 7 TeV
ATLAS-CONF-2013-039
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calibration parameters. The combined results are given in
Table XII. The correlation matrix for the principal parame-
ters is given in Table XIII.

For all parameters, except !s and "!s, the same system-
atic uncertainties as presented for the stand-alone B0

s !
J=cKþK" analysis are assigned. For !s and "!s, addi-
tional systematic uncertainties of 0:001 ps"1 and
0:006 ps"1, respectively, are included, due to the B0

s !
J=c!þ!" background model and decay-time acceptance
variations described above.

XIII. CONCLUSION

A sample of pp collisions at
ffiffiffi
s

p ¼ 7 TeV, correspond-
ing to an integrated luminosity of 1:0 fb"1, collected with
the LHCb detector is used to select 27 617$ 115 B0

s !
J=cKþK" events in a $30 MeV=c2 window around the
"ð1020Þmeson mass [11]. The effective tagging efficiency
from the opposite-side (same-side kaon) tagger is "eff ¼
2:29$ 0:22% (0:89$ 0:18%). A combination of data- and
simulation-based techniques is used to correct for detector
efficiencies. These data have been analyzed in six bins of
mðKþK"Þ, allowing the resolution of two symmetric so-
lutions, leading to the single most precise measurements of
"s, !s, and "!s

"s ¼ 0:07$ 0:09ðstatÞ $ 0:01ðsystÞ rad;
!s ¼ 0:663$ 0:005ðstatÞ $ 0:006ðsystÞ ps"1;

"!s ¼ 0:100$ 0:016ðstatÞ $ 0:003ðsystÞ ps"1:

The B0
s ! J=cKþK" events also allow an independent

determination of "ms ¼ 17:70$ 0:10$ 0:01 ps"1.
The time-dependent CP-asymmetry measurement using

B0
s ! J=c!þ!" events from Ref. [6] is updated to in-

clude same-side kaon tagger information. The result of
performing a combined fit using both B0

s ! J=cKþK"

and B0
s ! J=c!þ!" events gives

"s ¼ 0:01$ 0:07ðstatÞ $ 0:01ðsystÞ rad;
!s ¼ 0:661$ 0:004ðstatÞ $ 0:006ðsystÞ ps"1;

"!s ¼ 0:106$ 0:011ðstatÞ $ 0:007ðsystÞ ps"1:

The measurements of"s, "!s, and !s are the most precise
to date and are in agreement with SM predictions [2,41].
All measurements using B0

s ! J=cKþK" decays super-
sede our previous measurements reported in Ref. [5], and
all measurements using B0

s ! J=c!þ!" decays super-
sede our previous measurements reported in Ref. [6]. The
B0
s ! J=c!þ!" effective lifetime measurement super-

sedes that reported in Ref. [46]. The combined results
reported in Ref. [6] are superseded by those reported
here. Since the combined results for !s and "!s include
all lifetime information from both channels, they should
not be used in conjunction with the B0

s ! J=c!þ!"

effective lifetime measurement.
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TABLE XII. Results of combined fit to the B0
s ! J=cKþK"

and B0
s ! J=c!þ!" data sets. The first uncertainty is statisti-

cal, and the second is systematic.

Parameter Value

!s [ps
"1] 0:661$ 0:004$ 0:006

"!s [ps
"1] 0:106$ 0:011$ 0:007

jA?j2 0:246$ 0:007$ 0:006
jA0j2 0:523$ 0:005$ 0:010
#k [rad] 3:32þ0:13

"0:21 $ 0:08
#? [rad] 3:04$ 0:20$ 0:08
"s [rad] 0:01$ 0:07$ 0:01
j$j 0:93$ 0:03$ 0:02

TABLE XIII. Correlation matrix for statistical uncertainties on combined results.

!s [ps
"1] "!s [ps

"1] jA?j2 jA0j2 #k [rad] #? [rad] "s [rad] j$j
!s [ps

"1] 1.00 0.10 0.08 0.03 "0:08 "0:04 0.01 0.00
"!s [ps

"1] 1.00 "0:49 0.47 0.00 0.00 0.00 "0:01
jA?j2 1.00 "0:40 "0:37 "0:14 0.02 "0:05
jA0j2 1.00 "0:05 "0:03 "0:01 0.01
#k [rad] 1.00 0.39 "0:01 0.13
#? [rad] 1.00 0.21 0.03
"s [rad] 1.00 0.06
j$j 1.00
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Differential branching fraction and 
angular analysis of B0→K*0μ+μ−

LHCb: 1/fb @ 7 TeV
arXiv:1304.6325

ATLAS: 4.9/fb @ 7 TeV
ATLAS-CONF-2013-038
CMS: 5.2/fb @ 7 TeV

CMS PAS BPH-11-009

New observables presented at EPS
LHCb: 1/fb @ 7 TeV

LHCb-PAPER-037
Form factor independent 

parameters (arXiv:1303.5794) 
accessible via folding techniques
3.7 σ discrepancy in P’5 at low q2
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Figure 4: Fraction of longitudinal polarisation of the K⇤0, F
L

, dimuon system forward-backward
asymmetry, A

FB

and the angular observables S
3

and A
9

from the B0! K⇤0µ+µ� decay as a
function of the dimuon invariant mass squared, q2. The lowest q2 bin has been corrected for
the threshold behaviour described in Sec. 7.2. The experimental data points overlay the SM
prediction described in the text. A rate average of the SM prediction across each q2 bin is
indicated by the dark (purple) rectangular regions. No theory prediction is included for A

9

,
which is vanishingly small in the SM.

7.2 Angular distribution at large recoil299

Equation 4 assumes that q2 � 4m2

µ

, where m
µ

is the muon mass. This assumption is300

valid for q2 >⇠ 1GeV2/c4 but breaks down in the largest recoil, lowest q2 bin. In the301

0.1 < q2 < 2.0GeV2/c4 range, the angular terms contain an additional q2 dependence [1],302

proportional to303

1� 4m2

µ

/q2

1 + 2m2

µ

/q2
or

(1� 4m2

µ

/q2)1/2

1 + 2m2

µ

/q2
(5)

depending on the angular term.304

As q2 tends to zero, these threshold terms dilute the influence of the observables on305

the angular distribution. This dilution leads to a discrepancy between the experimental306

definition of the observables, where this additional q2 dependence is neglected, and the307
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•  Discrepancy with respect to SM predictions (arXiv:1303.5794)  at low q2  
•  3.7 sigma discrepancy in the region 4.3<q2<8.68 GeV2/c4   

•  0.5% probability (2.8 sigma) to observe such a deviation considering 24 
independent measurements) 

•  2.5 sigma discrepancy in the region 1.0<q2<6.0 GeV2/c4 

N.B.: Jaeger-Camelich (arXiv:1212.2263) have predictions in the region 
1.0<q2<6.0 GeV2/c4 with much larger theoretical error and small shift in the 
central value (QCD factorization breaking + ccbar loop) 
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Bs0→μμ and B0→μμ branching fractions
LHCb: 3/fb @ 7 and 8 TeV

arXiv:1307.5024
CMS: 25/fb @ 7 and 8 TeV

arXiv:1307.5025
LHCb+CMS combination

LHCb-CONF-2013-012, CMS PAS BPH-13-007
OBSERVATION of Bs0→μμ

where the uncertainty due to fs/fd has been separated out. The first uncertainty includes
all other sources, including 5% relative uncertainty arising from a possible dependence of
fs/fd on B meson kinematics together with the use of the LHCb result for fs/fd in the
CMS acceptance [11]. The LHCb result with the fs/fd uncertainty similarly separated is

B(B0
s ! µ+µ�) =

�
2.87 +1.09

�0.95 ± 0.17
�
⇥ 10�9 . (4)

Because of the asymmetric uncertainties, the only exact method to combine these re-
sults is to combine the likelihood functions, either through a simultaneous fit or otherwise.
Such an approach, which would also allow a precise evaluation of the combined signifi-
cance, has not yet been performed. Instead, a number of simplified approaches have been
considered, including the Particle Data Group prescription [15] and others suggested in the
literature [16]. The results quoted are based on one of the methods suggested in Ref. [16].
The combinations are performed using ensembles of simplified pseudo-experiments, where
the distributions are modelled with variable-width Gaussian functions.3 It has been ver-
ified that other methods give similar results. The fs/fd uncertainty of ±0.17 ⇥ 10�9 in
B(B0

s ! µ+µ�) is treated as 100% correlated between the two measurements.
The preliminary combined results for the time-integrated branching fractions are

B(B0
s ! µ+µ�) = (2.9± 0.7)⇥ 10�9 , (5)

B(B0 ! µ+µ�) =
�
3.6 +1.6

�1.4

�
⇥ 10�10 ,

where the uncertainties include both statistical and systematic sources. Both branching
fractions are consistent with the SM expectations. Although a thorough evaluation of
the combined significance has not yet been performed, it is clear that the B0

s ! µ+µ�

decay is observed (i.e. > 5�), while the yield of B0 ! µ+µ� decays is not statistically
significant (i.e. < 3�).4

In summary, results from the CMS and LHCb collaborations on the branching fractions
of B0

s ! µ+µ� and B0 ! µ+µ� decays have been combined. The combinations are shown
in Fig. 1 and compared to results from other experiments on the B0

(s) ! µ+µ� decays in
Fig. 2.

3 The variable-width of the Gaussian function is given by �(x) = �̄ + �

0 ⇥ (x � x̄), where �̄ =
2�L�R/ (�L + �R) and �

0 = (�L � �R) / (�L + �R), where �L and �R are the asymmetric uncertainties,
and x̄ is the mean of the Gaussian function.

4 This conclusion is supported by a number of approximate methods to combine p-values [17].
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Figure 1: Comparison of the latest CMS and LHCb results [11,12], the combined value, and the
SM prediction (vertical line) for (left) the time-integrated branching fraction B(B0
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�). The width of the vertical band represents the uncertainty in the
SM prediction. The error bars represent the combined statistical and systematic uncertainties.
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Figure 2: Invariant mass distribution of the selected
B0

(s) ! µ+µ� candidates (black dots) with BDT > 0.7.
The result of the fit is overlaid (blue solid line) and the
di↵erent components detailed: B0

s

! µ+µ� (red long
dashed), B0 ! µ+µ� (green medium dashed), combinato-
rial background (blue medium dashed), B0

(s) ! h+h0� (ma-

genta dotted), B0(+) ! ⇡0(+)µ+µ� (light blue dot-dashed),
B0 ! ⇡�µ+⌫

µ

and B0
s

! K�µ+⌫
µ

(black dot-dashed).

results in

B(B0

s ! µ+µ�)= (2.9+1.1
�1.0(stat)

+0.3
�0.1(syst))⇥ 10�9 ,

B(B0 ! µ+µ�)= (3.7+2.4
�2.1(stat)

+0.6
�0.4(syst))⇥ 10�10 .

The statistical uncertainty is derived by repeating
the fit after fixing all the fit parameters, except the
B0

s ! µ+µ� and B0 ! µ+µ� branching fractions
and the slope and normalisation of the combinatorial
background, to their expected values. The systematic
uncertainty is obtained by subtracting in quadrature
the statistical uncertainty from the total uncertainty
obtained from the likelihood with all nuisance param-
eters allowed to vary according to their uncertainties.
Additional systematic uncertainties reflect the impact
on the result of changes in the parametrisation of the
background by including the ⇤0

b ! pµ�⌫̄µ component
and by varying the mass shapes of backgrounds from
b-hadron decays, and are added in quadrature. The val-
ues of the B0

(s) ! µ+µ� branching fractions obtained
from the fit are in agreement with the SM expectations.
The invariant mass distribution of the B0

(s) ! µ+µ�

candidates with BDT > 0.7 is shown in Fig. 2.
As no significant excess of B0 ! µ+µ� events

is found, a modified frequentist approach, the CL
s

method [38] is used, to set an upper limit on the
branching fraction. The method provides CL

s+b

, a

measure of the compatibility of the observed distribu-
tion with the signal plus background hypothesis, CL

b

,
a measure of the compatibility with the background-
only hypothesis, and CL

s

= CL
s+b

/CL
b

. A search
region is defined around the B0 invariant mass as
mB0 ± 60MeV/c2. For each BDT bin the invariant
mass signal region is divided into nine bins with bound-
aries mB0 ± 18, 30, 36, 48, 60MeV/c2, leading to a total
of 72 search bins.
An exponential function is fitted, in each BDT bin,

to the invariant mass sidebands. Even though they
do not contribute to the signal search window, the
b-hadron backgrounds are added as components in the
fit to account for their e↵ect on the combinatorial back-
ground estimate. The uncertainty on the expected
number of combinatorial background events per bin
is determined by applying a Poissonian fluctuation to
the number of events observed in the sidebands and by
varying the exponential slopes according to their uncer-
tainties. In each bin, the expectations for B0

s ! µ+µ�

decays assuming the SM branching fraction and for
B0

(s) ! h+h0� background are accounted for. For each
branching fraction hypothesis, the expected number
of signal events is estimated from the normalisation
factor. Signal events are distributed in bins according
to the invariant mass and BDT calibrations.
In each bin, the expected numbers of signal and

background events are computed and compared to
the number of observed candidates using CL

s

. The
expected and observed upper limits for the B0 ! µ+µ�

channel are summarised in Table 2 and the expected
and observed CL

s

values as functions of the branching
fraction are shown in Fig. 3.

In summary, a search for the rare decays B0

s ! µ+µ�

and B0 ! µ+µ� is performed with pp collision data
corresponding to integrated luminosities of 1 fb�1 and
2 fb�1 collected at

p
s = 7TeV and 8TeV, respec-

tively. The B0 decay yield is not significant and an
improved upper limit of B(B0 ! µ+µ�) < 7.4⇥ 10�10

at 95% CL is obtained. The B0

s ! µ+µ� signal is

Table 2: Expected limits for the background only (bkg)
and background plus SM signal (bkg+SM) hypotheses, and
observed limits on the B0 ! µ+µ� branching fraction.

90% CL 95% CL

Exp. bkg 3.5⇥ 10�10 4.4⇥ 10�10

Exp. bkg+SM 4.5⇥ 10�10 5.4⇥ 10�10

Observed 6.3⇥ 10�10 7.4⇥ 10�10
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s signal corresponds to the total
yield of the individual contributions. These distributions are for illustrative purposes only and
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data and MC simulation for 1-jet events, 2-jet events and events
with at least 3 jets, respectively.

6. Cross-section determination

In order to determine the cross-section, a template fit is per-
formed to the three BDT output distributions for 1-jet, 2-jet and
!3-jet events. The determination of the Wt-channel single top-
quark production yield is treated as a counting experiment in each
bin and modelled using a likelihood function in terms of Poisson
and Gaussian distributions:

L(σWt, !α) =
3∏

i=1

Nbin∏

j=1

P
(
Nobs

i, j

∣∣Nexp
i, j (!α)

) Nsyst∏

k=1

G(αk|0,1)

where the index i runs over the three jet multiplicity bins (1-jet,
2-jet and !3-jet), and j runs over all bins of the corresponding
BDT output distribution. The variables Nexp

i, j and Nobs
i, j are summed

over the three dilepton flavour combinations. The index k runs
over the list of systematic uncertainty sources, which are presented
below.

The likelihood function includes a Poisson term
P(Nobs

i, j |Nexp
i, j (!α)) in the observed number of events Nobs

i, j with the

expectation value Nexp
i, j defined as the sum of the expected con-

tributions from signal and all MC- or data-driven backgrounds in
bin j for the jet multiplicity bin i. Systematic uncertainties are
grouped in uncorrelated sets (k) and their effect is parameterised
for each k using a nuisance parameter αk , where αk = 0 maps to
the nominal value and αk = ±1 map to ±1σ shifts of the param-
eter. Piecewise-linear interpolation is used to propagate the effect
of the αk to the signal and background yields. A Gaussian shape
G(αk|0,1) centred at zero with unit width is used for the αk con-
straint terms in the likelihood.

The contributions to the uncertainty on the fitted Wt-channel
cross-section are shown in Table 2 and further described below.
The main experimental source of systematic uncertainties comes
from the knowledge of the jet energy scale (JES), which carries
an uncertainty of 2% to 7% parameterised as a function of jet pT
and η [31]. The presence of a b-jet in the event is also taken
into account and an extra uncertainty of 2% to 5% depending on
jet pT is added in quadrature to the non-b-jet uncertainty. Other
experimental uncertainty sources which have been considered are
the jet energy resolution, the jet reconstruction efficiency, the lep-
ton identification efficiency, the lepton energy scale determination
and resolution as well as the multiple proton–proton collision and
underlying event modelling. The uncertainty in the luminosity de-
termination is 3.7% [10,11].

Uncertainties in the simulation include the effects of the MC
generator choice, the scheme used in the hadronisation and show-
ering and models of the initial and final state radiation (ISR/FSR).
Generator choice uncertainty is estimated by comparing AcerMC
with MC@NLO generators for single top-quark Wt events, and
comparing POWHEG with MC@NLO generators for top quark pair
events. Hadronisation and showering effects are estimated using
the differences seen in generated events interfaced with either
PYTHIA [36] or HERWIG. Finally, ISR/FSR modelling effects are
assessed on MC signal and background samples interfaced with
PYTHIA. Specific tunes are used to separately vary ISR and FSR
modelling via changes to 1/ΛISR

QCD, the maximum parton virtuality
in a space-like parton shower, the ΛFSR

QCD scale and the FSR infrared
cut-off [37].

The impacts on both acceptance and kinematic distributions
shapes are considered for the experimental and simulation uncer-
tainties.

Table 2
Contributions to the uncertainty on the Wt-channel cross-section. The expected re-
sults assume the SM cross-section for the signal.

Source %σWt/σWt [%]

observed expected

Data statistics 17 17
MC statistics < 5 < 5

Lepton energy scale/res. < 5 < 5
Lepton efficiencies 7 6
Jet energy scale 16 14
Jet energy resolution < 5 < 5
Jet reconstruction eff. < 5 < 5
Generator 10 12
Parton shower 15 14
ISR/FSR 5 6
PDF < 5 6
Pile-up 10 7
tt̄ cross-section 6 6
Diboson cross-section 6 5
Drell–Yan estimate < 5 < 5
Fake dileptons estimate < 5 < 5
Z → ττ estimate < 5 < 5
Luminosity 7 7

All systematics 29 29

Total 34 33

Remaining theoretical uncertainty sources include the cross-
section normalisation for the tt̄-pair background (+7%

−10%) [17–19]
and diboson production (±5%) [33], as well as the choice of
the parton distribution functions. For the latter, acceptance vari-
ations have been assessed using the CTEQ [21], MRST [38] and
NNPDF [39] sets.

The cross-section is obtained by maximising the likelihood
function using RooFit [40]. The total uncertainty is inferred from
the shape of the profile likelihood ratio [41]:

−2 ln
L(data|σWt, !̂ασWt )

L(data|σ̂Wt, !̂α)
,

where !̂α and σ̂Wt are the parameters that maximise the likelihood
with the constraint of σ̂Wt > 0, and !̂ασWt are the nuisance pa-
rameter values that maximise the likelihood for a given σWt . The
maximisation is performed by varying all the nuisance parame-
ters, except the systematic uncertainties due to the generator and
the parton shower whose effects are estimated separately using
pseudo-experiments.

The inclusion of 2-jet and !3-jet events in the fit brings ad-
ditional constraints on the effect of systematic uncertainties, as jet
energy scale and resolution effects as well as ISR/FSR modelling di-
rectly affect the jet multiplicity distributions and the BDT outputs.
These effects have been evaluated by varying the corresponding
nuisance parameter central values in the fit to the data. The stud-
ies show that the fitted result for the cross-section is not biased
by the models used to describe the JES and ISR/FSR uncertain-
ties.

The fitted result for the Wt cross-section at 7 TeV is:

σWt = 16.8 ± 2.9 (stat) ± 4.9 (syst) pb.

In order to determine the sensitivity of the analysis, an en-
semble test is performed on pseudo-experiments. Systematic un-
certainties are treated as nuisance parameters which are con-
strained using Gaussian functions. Both “background-only” and
“signal + background” (where the signal rate is predicted by the
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Abstract

The observation of the associated production of a single top quark and W boson in
pp collisions at

p
s = 8 TeV with the CMS experiment at the LHC is presented. The

analyzed data corresponds to an integrated luminosity of 12.2 fb�1. The measurement
is performed using events with two leptons and a jet originated from a b quark. A
multivariate analysis based on kinematic properties is utilized to separate the signal
from the tt̄ background. The signal is observed with a 6.0 standard deviations excess
above a background only hypothesis. A production cross section of 23.4+5.5

�5.4 pb is
measured, in agreement with the standard model expectation of 22.2 ± 1.5 pb.
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Table 2: Systematic uncertainties extracted by fixing sources one at a time and measuring dif-
ference in cross section uncertainty.

Systematic Uncertainty Ds (pb) Ds
s

ME/PS matching thresholds 3.25 14%
Q2 scale 2.68 11%
Top quark mass 2.28 10%
Statistical 2.13 9%
Luminosity 1.13 5%
JES 0.91 4%
tt cross section 0.87 4%
Z+jet data/MC scale factor 0.56 2%
tW DR/DS scheme 0.45 2%
PDF 0.33 1%
Lepton identification 0.31 1%
JER 0.27 1%
B-tagging data/MC scale factor 0.20 < 1%
tt Spin Correlations 0.12 < 1%
Top Pt Reweighting 0.12 < 1%
Event pile up 0.11 < 1%
Emiss

T modeling 0.07 < 1%
Lepton energy scale 0.02 < 1%
Total 5.58 24%

of the pT of the system. For this analysis, all fitting procedures are done exactly the same as in
Section 5. Templates of the distributions are taken from simulation and uncertainties are taken
into account based on their effect on the shape of the templates.

7 Results

An excess of events compared to a background-only hypothesis is observed based on a fit to
the shape of the BDT discriminant with a significance of 6.0s, compared to an expected signifi-
cance, extracted from simulation, of 5.4+1.5

�1.4s. The measured cross section of the tW production,
including both statistical and systematic uncertainties, is found to be 23.4+5.5

�5.4 pb, in agreement
with the standard model prediction.

The cross section measurement is used to determine the absolute value of the Cabibbo-Kobayashi-
Maskawa matrix element |Vtb|, based on the assumption that |Vtd| and |Vts| are much smaller
than |Vtb|:

|Vtb| =
q

stW
sth

tW
= 1.03 ± 0.12(exp.) ± 0.04(th.)

where sth
tW is the theoretical prediction of the tW cross section assuming |Vtb| = 1. Under the

standard model assumption of 0  |Vtb|2  1, a lower bound on |Vtb| at a 95% confidence level
of |Vtb| > 0.78 is found.

Similar results are found in the two cross check analyses. In the cut-based analysis, the signal
is observed with an excess of 3.6 s above a background-only hypothesis, with an expected
significance of 2.8+0.9

�0.8s, and a measured cross section of 33.9+8.6
�8.6 pb. In the fit to the distribution
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The cross section measurement is used to determine the absolute value of the Cabibbo-Kobayashi-
Maskawa matrix element |Vtb|, based on the assumption that |Vtd| and |Vts| are much smaller
than |Vtb|:

|Vtb| =
q

stW
sth

tW
= 1.03 ± 0.12(exp.) ± 0.04(th.)

where sth
tW is the theoretical prediction of the tW cross section assuming |Vtb| = 1. Under the

standard model assumption of 0  |Vtb|2  1, a lower bound on |Vtb| at a 95% confidence level
of |Vtb| > 0.78 is found.

Similar results are found in the two cross check analyses. In the cut-based analysis, the signal
is observed with an excess of 3.6 s above a background-only hypothesis, with an expected
significance of 2.8+0.9

�0.8s, and a measured cross section of 33.9+8.6
�8.6 pb. In the fit to the distribution
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data and MC simulation for 1-jet events, 2-jet events and events
with at least 3 jets, respectively.

6. Cross-section determination

In order to determine the cross-section, a template fit is per-
formed to the three BDT output distributions for 1-jet, 2-jet and
!3-jet events. The determination of the Wt-channel single top-
quark production yield is treated as a counting experiment in each
bin and modelled using a likelihood function in terms of Poisson
and Gaussian distributions:

L(σWt, !α) =
3∏

i=1

Nbin∏

j=1

P
(
Nobs

i, j

∣∣Nexp
i, j (!α)

) Nsyst∏

k=1

G(αk|0,1)

where the index i runs over the three jet multiplicity bins (1-jet,
2-jet and !3-jet), and j runs over all bins of the corresponding
BDT output distribution. The variables Nexp

i, j and Nobs
i, j are summed

over the three dilepton flavour combinations. The index k runs
over the list of systematic uncertainty sources, which are presented
below.

The likelihood function includes a Poisson term
P(Nobs

i, j |Nexp
i, j (!α)) in the observed number of events Nobs

i, j with the

expectation value Nexp
i, j defined as the sum of the expected con-

tributions from signal and all MC- or data-driven backgrounds in
bin j for the jet multiplicity bin i. Systematic uncertainties are
grouped in uncorrelated sets (k) and their effect is parameterised
for each k using a nuisance parameter αk , where αk = 0 maps to
the nominal value and αk = ±1 map to ±1σ shifts of the param-
eter. Piecewise-linear interpolation is used to propagate the effect
of the αk to the signal and background yields. A Gaussian shape
G(αk|0,1) centred at zero with unit width is used for the αk con-
straint terms in the likelihood.

The contributions to the uncertainty on the fitted Wt-channel
cross-section are shown in Table 2 and further described below.
The main experimental source of systematic uncertainties comes
from the knowledge of the jet energy scale (JES), which carries
an uncertainty of 2% to 7% parameterised as a function of jet pT
and η [31]. The presence of a b-jet in the event is also taken
into account and an extra uncertainty of 2% to 5% depending on
jet pT is added in quadrature to the non-b-jet uncertainty. Other
experimental uncertainty sources which have been considered are
the jet energy resolution, the jet reconstruction efficiency, the lep-
ton identification efficiency, the lepton energy scale determination
and resolution as well as the multiple proton–proton collision and
underlying event modelling. The uncertainty in the luminosity de-
termination is 3.7% [10,11].

Uncertainties in the simulation include the effects of the MC
generator choice, the scheme used in the hadronisation and show-
ering and models of the initial and final state radiation (ISR/FSR).
Generator choice uncertainty is estimated by comparing AcerMC
with MC@NLO generators for single top-quark Wt events, and
comparing POWHEG with MC@NLO generators for top quark pair
events. Hadronisation and showering effects are estimated using
the differences seen in generated events interfaced with either
PYTHIA [36] or HERWIG. Finally, ISR/FSR modelling effects are
assessed on MC signal and background samples interfaced with
PYTHIA. Specific tunes are used to separately vary ISR and FSR
modelling via changes to 1/ΛISR

QCD, the maximum parton virtuality
in a space-like parton shower, the ΛFSR

QCD scale and the FSR infrared
cut-off [37].

The impacts on both acceptance and kinematic distributions
shapes are considered for the experimental and simulation uncer-
tainties.

Table 2
Contributions to the uncertainty on the Wt-channel cross-section. The expected re-
sults assume the SM cross-section for the signal.

Source %σWt/σWt [%]

observed expected

Data statistics 17 17
MC statistics < 5 < 5

Lepton energy scale/res. < 5 < 5
Lepton efficiencies 7 6
Jet energy scale 16 14
Jet energy resolution < 5 < 5
Jet reconstruction eff. < 5 < 5
Generator 10 12
Parton shower 15 14
ISR/FSR 5 6
PDF < 5 6
Pile-up 10 7
tt̄ cross-section 6 6
Diboson cross-section 6 5
Drell–Yan estimate < 5 < 5
Fake dileptons estimate < 5 < 5
Z → ττ estimate < 5 < 5
Luminosity 7 7

All systematics 29 29

Total 34 33

Remaining theoretical uncertainty sources include the cross-
section normalisation for the tt̄-pair background (+7%

−10%) [17–19]
and diboson production (±5%) [33], as well as the choice of
the parton distribution functions. For the latter, acceptance vari-
ations have been assessed using the CTEQ [21], MRST [38] and
NNPDF [39] sets.

The cross-section is obtained by maximising the likelihood
function using RooFit [40]. The total uncertainty is inferred from
the shape of the profile likelihood ratio [41]:

−2 ln
L(data|σWt, !̂ασWt )

L(data|σ̂Wt, !̂α)
,

where !̂α and σ̂Wt are the parameters that maximise the likelihood
with the constraint of σ̂Wt > 0, and !̂ασWt are the nuisance pa-
rameter values that maximise the likelihood for a given σWt . The
maximisation is performed by varying all the nuisance parame-
ters, except the systematic uncertainties due to the generator and
the parton shower whose effects are estimated separately using
pseudo-experiments.

The inclusion of 2-jet and !3-jet events in the fit brings ad-
ditional constraints on the effect of systematic uncertainties, as jet
energy scale and resolution effects as well as ISR/FSR modelling di-
rectly affect the jet multiplicity distributions and the BDT outputs.
These effects have been evaluated by varying the corresponding
nuisance parameter central values in the fit to the data. The stud-
ies show that the fitted result for the cross-section is not biased
by the models used to describe the JES and ISR/FSR uncertain-
ties.

The fitted result for the Wt cross-section at 7 TeV is:

σWt = 16.8 ± 2.9 (stat) ± 4.9 (syst) pb.

In order to determine the sensitivity of the analysis, an en-
semble test is performed on pseudo-experiments. Systematic un-
certainties are treated as nuisance parameters which are con-
strained using Gaussian functions. Both “background-only” and
“signal + background” (where the signal rate is predicted by the
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SM) hypotheses are tested via the generation of dedicated sets of
pseudo-experiments. The likelihood ratio defined as

LLR = −2 ln
L(data|σ SM

Wt , "̂ασ SM
Wt

)

L(data|0, "̂α0)

is computed for each pseudo-experiment. It is used to derive the
p-value, which measures the probability for the background to
fluctuate above the observed or expected number of events. This
p-value is in turn interpreted in terms of significance and cor-
responds to a 3.3σ effect for the data. The corresponding sig-
nificance for the expected value assuming the SM cross-section
corresponds to a 3.4σ effect.

7. Determination of |V tb|

A direct determination of |V tb| can be extracted from the cross-
section, assuming that the Wt production through |V ts| and |V td|
is small. The tt̄ background, which is the only background in the
analysis that involves |V tb|2, does not affect this determination
since top quark decays to a fourth generation heavier quark is dis-
favoured by kinematics. The observed |V tb|2 is obtained by divid-
ing the measured cross-section by the theoretical single top-quark
cross-section calculated with a top quark mass of 172.5 GeV. Using
σ theory

Wt = 15.7(±1.1)×|V tb|2 pb [5], the following value is obtained
for |V tb|:

|V tb| = 1.03+0.16
−0.19 ,

where the uncertainties in the cross-section measurement and in
the theoretical predictions have been added in quadrature. This re-
sult is compatible with the combination of direct measurements
at the Tevatron [42]: |V tb| = 0.88+0.07

−0.07, and the measurement by
ATLAS [3]: |V tb| = 1.13+0.14

−0.13.

8. Conclusion

Evidence for the production of single top-quark events in the
Wt-channel is reported with 2.05 fb−1 of data collected at 7 TeV
with ATLAS during 2011. The strategy followed consists of select-
ing dilepton events with at least one central jet. Drell–Yan and fake
dilepton backgrounds are estimated in data, while a classifier is
used to optimise the discrimination of signal and tt̄-pair events.
A fit of the classifier distributions is performed to extract the Wt-
channel cross-section. The observed significance is 3.3 standard de-
viations for an expected sensitivity of 3.4. The corresponding fitted
cross-section is σ (pp → Wt + X) = 16.8±2.9 (stat)±4.9 (syst) pb.
A direct determination of |V tb| = 1.03+0.16

−0.19 is extracted assuming
that the Wt production through |V ts| and |V td| is small.
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Figure 5: Overview of the CMS top-quark mass measurements, their combination that is also
shown as the shaded band, and the Tevatron average. The inner error bars indicate the statisti-
cal uncertainty, the outer error bars indicate the total uncertainty. The statistical uncertainty in
the in situ fit for the JES is treated as a systematic uncertainty.

LAS measurement in the lepton+jets channel [32], and with CMS measurements in the lep-
ton+jets [4] and dilepton [5] channels. To date, this measurement constitutes the most precise
determination of the top-quark mass in the all-jets channel. A combination with the three pre-
viously published CMS measurements [4, 5, 31] yields a mass of mt = 173.54 ± 0.33 (stat.) ±
0.96 (syst.) = 173.54 ± 1.02 GeV, consistent with the Tevatron average [2] and with similar pre-
cision.
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Figure 1: Predicted tt cross section at NNLO+NNLL, as a function of the top-quark pole mass
(left) and of the strong coupling constant (right), using five different NNLO PDF sets, com-
pared to the cross section measured by CMS assuming mt = mpole

t . The uncertainties on the
measured stt and on the prediction with NNPDF2.3 are illustrated with filled bands. The un-
certainties on the stt predictions using the other PDF sets are indicated only in the right panel
at the corresponding default aS(mZ) values. The mpole

t and aS(mZ) regions favored by the di-
rect measurements at the Tevatron and by the latest world average, respectively, are shown
as hatched areas. In the left panel, the inner (solid) area of the vertical band corresponds to
the original uncertainty of the direct mt average, while the outer (hatched) area additionally
accounts for the possible difference between this mass and mpole

t .

relative uncertainty of 4.1% on the measured stt is independent of mt to very good approxima-
tion.

Changes of the assumed value of aS(mZ) in the simulation used to derive the acceptance cor-
rections can alter the measured stt as well, which is discussed in this Letter for the first time.
QCD radiation effects increase at higher aS(mZ), both at the matrix-element level and at the
hadronization level. The aS(mZ)-dependence of the acceptance corrections is studied using the
NLO CTEQ6AB PDF sets [50], and the POWHEG BOX 1.4 [51, 52] NLO generator for tt produc-
tion interfaced with PYTHIA 6.4.24 [53] for the parton showering. A change of the measured
stt by less than 1% is observed when varying aS(mZ) by ±0.0100 with respect to the CTEQ
reference value of 0.1180. This is accounted for by applying an aS(mZ)-dependent uncertainty
to the measured stt. This additional uncertainty is also included in the uncertainty band shown
in Fig. 1. Over the relevant aS(mZ) range, there is almost no increase in the total uncertainty of
4.1% on the measured stt.

In the mt and aS(mZ) regions favored by the direct measurements at the Tevatron and by the
latest world average, respectively, the measured and the predicted cross section are compati-
ble within their uncertainties for all considered PDF sets. When using ABM11 with its default
aS(mZ), the discrepancy between measured and predicted cross section is larger than one stan-
dard deviation.

4 Probabilistic Approach

In the following, the theory prediction for stt is employed to construct a Bayesian prior to
the cross section measurement, from which a joint posterior in stt, mpole

t and aS(mZ) is derived.
Finally, this posterior is marginalized by integration over stt and a Bayesian confidence interval
for mpole

t or aS(mZ) is computed based on the external constraint for aS(mZ) or mpole
t , respectively.

The probability function for the predicted cross section, fth(stt), is obtained through an analytic
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Figure 1: Comparison of the predicted cross-section σ(mpole
top ), and the experimentally measured cross-

section as function of mMC
top . For the predictions, the central values are shown a full lines and the un-

certainty band is shown as dashed lines. For the experimental result the individual points are displayed,
together with a fit with its uncertainty shown as the band. See text for further details.

The experimental points have been obtained with a multivariate analysis performed in the t  t →
lepton+jets channel. The analysis uses kinematical distributions from lepton and jet observables and
information from b-tagging, feeding a profile likelihood. Using this technique, systematic uncertainties
are allowed to change the central value of the measured cross section when performing the likelihood fit:
see the baseline multivariate analysis in [5] for details. The full analysis has been performed usingmMC

top =

172.5 GeV. The measured t  t cross-section has a statistical uncertainty of 5%, a systematic uncertainty of
12%, and an uncertainty stemming from the luminosity of 3%. To obtain the experimental cross-section
values as a function of mMC

top , the analysis has been repeated using Monte Carlo input samples generated
at various mMC

top values and using only the statistical uncertainty. The measured values are summarized in
Table 1.

The systematic uncertainty assigned to each cross-section value is obtained assuming that the relative
systematic uncertainties are mMC

top independent and fully correlated among the various mass values. The
validity of this approach has been verified by performing pseudoexperiments to determine the expected
systematic uncertainty for mMC

top = 140 GeV and mMC
top = 210 GeV with the main sources of systematic

uncertainties included. These mass points and the default one (mMC
top = 172.5 GeV) are then used to

extract the top-quark mass value. The difference between this extraction and the default extraction is
quoted as a systematic uncertainty. A third order polynomial is fit to the data points. The experimental
points for the different mMC

top values and the fit third-order polynomial are shown in Figure 1 using mpole
top ≡

mMC
top . The uncertainty stemming from identifying mpole

top ≡ mMC
top in the experimental inputs is evaluated

by shifting mMC
top by ±1 GeV [10].

To extract the top-quark mass a combined uncorrelated theoretical (th) and experimental (exp) like-
lihood based on the above description is constructed as:

f (mtop) ∝
∫

fth(σ|mtop) · fexp(σ|mtop) dσ

2
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8 5 Results and Conclusions

Table 3: Results obtained for aS(mZ) by comparing the measured tt cross section to the
NNLO+NNLL prediction with different NNLO PDF sets. dmpole

t and dELHC refer to the un-
certainties assigned to the top-quark pole mass and to the LHC beam energy, respectively. The
total uncertainties presented here additionally account for the full uncertainty on the measured
cross section as well as for the PDF and scale uncertainties on the predicted cross section.

Most likely Uncertainty
aS(mZ) value Total From dmpole

t From dELHC

ABM11 0.1187 +0.0027
�0.0027

+0.0010
�0.0010

+0.0006
�0.0006

CT10 0.1151 +0.0034
�0.0034

+0.0012
�0.0013

+0.0007
�0.0007

HERAPDF1.5 0.1143 +0.0024
�0.0024

+0.0010
�0.0010

+0.0006
�0.0006

MSTW2008 0.1144 +0.0031
�0.0032

+0.0012
�0.0013

+0.0007
�0.0008

NNPDF2.3 0.1151 +0.0033
�0.0032

+0.0013
�0.0013

+0.0008
�0.0008

The energy of the LHC beams is known to an accuracy of 0.65% [57] and thus the center-of-
mass energy of 7 TeV with an uncertainty of ±46 GeV. Based on the expected dependence of
stt on

p
s, this can be translated into an additional uncertainty of ±1.8% on the comparison

of the measured to the predicted tt cross section, which yields an additional uncertainty of
±(0.5–0.7)% on the obtained mpole

t and aS(mZ) values, as listed in Tables 2 and 3, respectively.

For the main results of this Letter, the mpole
t and aS(mZ) values determined with the parton

densities of NNPDF2.3 are used. The primary motivation is that parton distributions derived
using the NNPDF methodology can be explicitly shown to be parametrization independent, in
the sense that results are unchanged even when the number of input parameters is substantially
increased [58].

In summary, a top-quark pole mass of 176.7+3.8
�3.4 GeV is obtained by comparing the measured

cross section for inclusive tt production in proton-proton collisions at
p

s = 7 TeV to QCD calcu-
lations at NNLO+NNLL. Due to the small uncertainty on the measured cross section and the
state-of-the-art NNLO calculations, the precision of this result is higher compared to earlier de-
terminations of mpole

t following the same approach. This extraction provides an important test of
the mass scheme applied in Monte Carlo simulations and gives complementary information,
with different sensitivity to theoretical and experimental uncertainties, than direct measure-
ments of mt. Alternatively, aS(mZ) = 0.1151+0.0033

�0.0032 is obtained from the tt cross section when
constraining mpole

t to 173.2 ±1.4 GeV. This is the first determination of the strong coupling con-
stant from top-quark production and the first aS(mZ) result at full NNLO QCD obtained at a
hadron collider.
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Lifetime based measurement
CMS: 19/fb @ 8 TeV
CMS PAS TOP-12-030

Available on the CERN CDS information server CMS PAS TOP-12-030

CMS Physics Analysis Summary

Contact: cms-pag-conveners-top@cern.ch 2013/07/19

Measurement of the top quark mass
using the B-hadron lifetime technique

The CMS Collaboration

Abstract

A measurement of the top quark mass using the transverse decay length (Lxy) of B-
hadrons reconstructed in tt̄ candidate events with exactly one charged lepton or one
electron and one muon in the final state is presented. The analysis makes use of the
proton-proton collision data recorded by the CMS experiment at a center of mass en-
ergy of

p
s = 8 TeV during the year 2012. Using the median of the Lxy distribution

reconstructed in data we measure: mt = 173.5 ± 1.5stat ± 1.3syst ± 2.6pT(t)GeV where
the last uncertainty is related to the modeling of the transverse momentum spectrum
of the top quark. The result is found to be in good agreement with previous measure-
ments of the top quark mass.

Differential measurement
CMS: 5/fb @ 7 TeV
CMS PAS TOP-12-029
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9

there is no known effect in simulation that would lead to a difference in mass calibration
between the two channels. Based on this observation, the combined `+jets calibration is
applied both in the `++jets and the `�+jets channel.

Parton distribution functions. The choice of parton distribution functions (PDF) can affect
Dmt, as they determine, for example, the difference in production of W+and W�, which
is the dominant source of background. The simulated signal and background samples are
generated using the CTEQ 6.6 PDF [30], for which the uncertainties can be described by
22 independent parameters. Variation of these parameters within quoted uncertainties
results in 22 accompanying PDF possibilities. A simulated sample with the event frac-
tions taken from Table 1 is reweighted according to the deviation of each PDF from its
original form, and the sum of the larger shift (“up” or “down”) for each change in PDF is
taken in quadrature, to define an estimated combined uncertainty on Dmt of 12 ± 3 MeV.

7 Summary
The mass difference between the top quark and the antitop quark, Dmt = mt � mt, is measured
with the Ideogram method on a sample of `+jets tt events collected by the CMS experiment
and corresponding to an integrated luminosity of 18.92 ± 0.76 fb�1. This yields the result:

Dmt = �272 ± 196 (stat.) ± 122 (syst.) MeV.

The measured value is in agreement with CPT invariance, which requires no mass difference
between the top and antitop quarks. This is more precise by at least a factor two than any of
the previously published measurements [4, 31, 32].
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H→γγ
Signal strength

ATLAS: 25/fb @ 7 and 8 TeV
arXiv:1307.1427

Mass fit in 14 event categories
μ = 1.55+0.33-0.28

CMS: 25/fb @ 7 and 8 TeV
CMS PAS HIG-13-001

Mass fit with multivariate event 
classifier

μ = 0.78+0.28-0.26
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Figure 7: The best fit signal strength relative to the SM Higgs boson cross section. The results
are shown for the mass-fit-MVA analysis (left) and the cut-based analysis (right).
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Figure 8: The combined fit to the fourteen classes (vertical line) and for the individual con-
tributing classes (points) for the hypothesis of a SM Higgs boson mass of 125 GeV (left) for the
mass-fit-MVA and 124.5 GeV (right) for the cut-based. The band corresponds to ±1s uncer-
tainties on the overall value. The horizontal bars indicate ±1s uncertainties on the values for
individual classes.
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H→γγ differential
Differential cross section
ATLAS: 20/fb @ 8 TeV

ATLAS-CONF-2013-072
First look into 

differential distributions

https://cds.cern.ch/record/1562925/files/ATLAS-CONF-2013-072.pdf
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Signal strength combination
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Spin and parity
Spin and parity in 
H→γγ, H→ZZ and 

H→WW
ATLAS: 20/fb @ 8 TeV
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Signature based searches

32

We searched...
.... and we set 

limits on 
benchmark models

The ideal search:

✦ covers many 
signatures

✦ is model 
independent

✦ can be used to 
test future models
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Dijet resonances associated with a 
vector boson 

ATLAS: 20/fb @ 8 TeV
ATLAS-CONF-2013-074
ℓνjj and ℓℓjj topologies

Background modelling checked in 
orthogonal control regions

Template fit in the dijet mass distribution
Limits on the ρT→VπT cross section in the 

Low Scale TechniColor (LSCT) model
CDF excess is excluded

m(⇡T) > 180 GeV @ 95% CL

https://cds.cern.ch/record/1562930/files/ATLAS-CONF-2013-074.pdf
https://cds.cern.ch/record/1562930/files/ATLAS-CONF-2013-074.pdf
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Boosted W and Z
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W/Z tagged dijet resonances 
CMS: 20/fb @ 8 TeV
CMS PAS EXO-12-024

Vector boson identification with jet 
substructure techniques

Dark matter pair production with 
single W/Z tagged jets 
ATLAS: 20/fb @ 8 TeV
ATLAS-CONF-2013-073

Single boosted vector boson with 
large missing transverse momentum

World’s strongest limit in a model with 
up-down interference

10 10 Summary

8 Limit setting procedure

For setting upper limits on the resonance production cross section the asymptotic approxima-
tion [50] of the LHC CLs method [51, 52] is used. The binned likelihood, L, can be written
as

L = ’
i

µni
i e�µi

ni!
(3)

where µi = sNi(S) + Ni(B), ni is the observed number of events in the ith dijet mass bin, Ni(S)
is the expected number of events from the signal in the ith dijet mass bin, s scales the signal am-
plitude, and Ni(B) is the expected number of events from background in the ith dijet mass bin.
The background Ni(B) is estimated from the background fit function, whose parameters are
free to float (i.e. flat priors) when the likelihood is profiled. The dominant sources of system-
atic uncertainties (the jet energy scale, the jet energy resolution, the integrated luminosity, and
the W/Z-tagging efficiency) are considered as nuisance parameters associated to log-normal
priors. The dependence of the likelihood on their values is removed through profiling. The
ratio of the profiled likelihood at a given value s⇤ over the maximum of the likelihood (for
0 < s < s⇤) is used as a test statistic to compute the CLs value associated to s⇤. This allows the
determination of the 95% confidence-level (CL) limit.

The medium and high purity categories are combined into a common likelihood. The signal
yields and uncertainties are treated as correlated between the two categories (except for the t21
selection which is anti-correlated). The background fit parameters are treated as uncorrelated
between the two categories.

9 Results

Figure 9 shows the 95% CL cross section upper limits derived from the single and double W/Z-
tagged event samples. The predicted cross sections as a function of resonance mass for the
considered benchmark models are overlaid. Table 1 shows the resulting resonance mass limits
and also corresponding mass limits from 7 TeV data [2]. The largest local significance for a qW
(WW) signal of 2.0 (1.3)s is found at 1.5 (1.9) TeV. We estimated the look-else-where effect to
transform a local significance of 2 s into a global significance of approximately 1 s.

Process Observed Mass Exclusion(TeV) Expected Mass Exclusion(TeV)
8 TeV 7 TeV 8 TeV 7 TeV

q⇤ ! qW [1.00, 3.23] [1.00, 2.38] [1.00, 3.03] [1.00, 2.43]
q⇤ ! qZ [1.00, 3.00] [1.00, 2.15] [1.00, 2.70] [1.00, 2.07]

GRS ! WW [1.00, 1.59] NA [1.00, 1.49] NA
GRS ! ZZ [1.00, 1.17] NA [1.00, 1.13] NA
W0 ! WZ [1.00, 1.73] NA [1.00, 1.68] NA

Table 1: Summary of mass limits.

10 Summary

A data sample corresponding to an integrated luminosity of 19.8 fb�1 collected in pp collisions
at
p

s = 8 TeV with the CMS detector was used to measure the W/Z-tagged dijet mass spectrum
using the two leading jets within the pseudorapidity range |h| < 2.5 and with pseudorapidity
separation |Dh| < 1.3. By suppressing the QCD background using jet substructure tagging

https://cds.cern.ch/record/1563153/files/EXO-12-024-pas.pdf
https://cds.cern.ch/record/1563153/files/EXO-12-024-pas.pdf
https://cds.cern.ch/record/1562926/files/ATLAS-CONF-2013-073.pdf
https://cds.cern.ch/record/1562926/files/ATLAS-CONF-2013-073.pdf
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Vector-like quarks

35

TT production with 
T→bW, tZ and tH decays 

CMS: 20/fb @ 8 TeV
CMS PAS B2G-12-015

Combined limits on T mass
ATLAS: 14/fb @ 8 TeV
ATLAS-CONF-2013-018
ATLAS-CONF-2013-051
ATLAS-CONF-2013-056
ATLAS-CONF-2013-060

Each analysis sensitive to 
one decay channel
Limits superimposed

m(T) > 680 GeV
@ 95% CL 

https://cds.cern.ch/record/1557571/files/B2G-12-015-pas.pdf
https://cds.cern.ch/record/1557571/files/B2G-12-015-pas.pdf
https://cds.cern.ch/record/1525525/files/ATLAS-CONF-2013-018.pdf
https://cds.cern.ch/record/1525525/files/ATLAS-CONF-2013-018.pdf
https://cds.cern.ch/record/1547567/files/ATLAS-CONF-2013-051.pdf
https://cds.cern.ch/record/1547567/files/ATLAS-CONF-2013-051.pdf
https://cds.cern.ch/record/1557773/files/ATLAS-CONF-2013-056.pdf
https://cds.cern.ch/record/1557773/files/ATLAS-CONF-2013-056.pdf
https://cds.cern.ch/record/1557777/files/ATLAS-CONF-2013-060.pdf
https://cds.cern.ch/record/1557777/files/ATLAS-CONF-2013-060.pdf
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SUSY searches
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Very strong limits on 
CMSSM

Moving on to 
Simplified Models and 

“Natural SUSY” 
scenarios



Latest results from the LHCL. Masetti  - 02/08/13

Direct stop-pair production
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Summary
•Great performance of the LHC and of the detectors in the first 3 years 

of running

•Plenty of results already published, more in preparation

•Unprecedented precision in flavour physics, some tensions are gone, 
some new ones appear, some small ones remain

•Top quarks being investigated with very high statistics, still a lot to 
learn on modelling in simulation

•Entering precision measurements phase in Higgs physics

•Searches for new particles beyond the Standard Model could only set 
limits, very stringent ones... Did we forget to look for any signature?
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Outlook
•Accelerator complex, detector and software(!) consilidation during 

long shutdown until end of 2014

•Sensitivity to new physics will increase with larger centre of mass 
energy

•Harsher experimental conditions (higher pile-up!)

•The next year will be needed to complete precision measurements, but 
also to prepare for run 2

•Will new physics be really around the corner this time?
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